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Abstract

This paper shows how analysis of programs in terms of pre- and post-conditions can be improved using a generalisation of conditioned program slicing called pre/post conditioned slicing. Such conditions play an important role in program comprehension, reuse, verification and re-engineering.

Fully automated analysis is impossible because of the inherent undecidability of pre- and post-conditions. The method presented here reformulates the problem to circumvent this. The reformulation is constructed so that programs which respect the pre- and post-conditions applied to them have empty slices. For those which do not respect the conditions, the slice contains statements which could potentially break the conditions. This separates the automatable part of the analysis from the human analysis.

1 Introduction

It is well known that program verification and related condition-based analyses can only be partially automated [6, 25, 48]. There are often several ‘eureka’ steps in the analysis process which any automated system is insufficiently powerful to detect. Theorem provers and validity checkers [43, 42, 4] will either answer ‘verified’, ‘not verified’, or ‘unsure’ when presented with propositions concerning programs. Of course, there will always be some programs and specifications for which the answer is ‘unsure’ due to the inherent undecidability of the questions embodied in the conditions.

This paper focuses on pre- and post-conditions as a mechanism through which a program’s behaviour can be captured. Pre- and post-conditions play an important role in software maintenance and evolution. They form a basis for program comprehension [15, 47] and are useful in reuse [8], migration [9] and re-engineering [10].

The paper introduces a new analysis method called pre/post conditioned slicing. This method addresses the undecidability problem by reformulating the analysis question as a program simplification problem. The basis of the idea is to use the pre-condition and the negation of the post-condition as the basis for a generalised form of conditioned slicing which combines forward and backward conditioning.

Informally, the pre/post conditioned slicing process is based upon the following rule:

“Statements are removed if they cannot lead to satisfaction of the negation of the post condition, when executed in an initial state which satisfies the pre-condition.”

Suppose this rule is applied to a program which correctly implements the pre- and post-condition. In this case, it will be possible to remove all statements from the program to form the slice according to the above rule. This observation is at the heart of the approach presented here. The essence of the idea is to use conditioned slicing to form slices according to this rule. The rule is constructed so that the slicing process will remove all statements which can be shown to preserve the behaviour of the original program with respect to the pre- and post-condition. This leaves behind just those statements which are either incorrect (with respect to the pre- and post-condition) or which are ‘innocent’ but

---

1This should not to be confused with the p = \textit{slice} introduced by Comuzzi and Hart [13] to determine the statements which merely affect a predicate.

2This is made precise by a formal unification of forward and backward conditioning presented in Section 6.
Program slicing was introduced by Weiser [48], and since then has been developed as a tool for static analysis and dynamic analysis. Slicing has been applied to many problems in software maintenance and evolution, such as re-engineering [10, 36], testing and regression testing [5, 23, 27], decomposition, integration and modification [21, 20, 31], decompilation [12], program comprehension [15, 24, 25] and debugging [26, 37, 33].

Slices are constructed according to a criterion known as the ‘slicing criterion’. Weiser’s slicing criterion consisted of a set of variables of interest V and a point of interest within the original program n. Statements which cannot affect the values of variables in V at n are removed to form the slice. For example, consider the program in section (a) of Figure 2. Slicing this program with respect to the criterion (\{x\}, 8) yields the slice in section (b).

Conditioned slicing was introduced by Canfora, Cimilile and De Lucia [7, 14, 15]. It forms a bridge between the two extremes of static and dynamic analysis. It augments the traditional static slicing criterion with a condition which captures a set of initial program states of interest. This allows a programmer to further specialize a program by eliminating statements which do not contribute to the computation of the variables of interest when the program is executed in one of the initial states of interest.

The conditioned slicing criterion is thus a tuple \( (p, V, n) \) where \( p \) is some initial condition of interest and \( (V, n) \) are the two components of the ‘static’ slicing criterion. For example, the conditioned slice of the original program in section (a) of Figure 2 for the criterion \( (x > 0, \{x\}, 8) \) is shown in section (c) of the figure. This slice is also the dynamic slice for all input sequences in which the first element, \( x \) of the sequence satisfies the condition \( x > 0 \).

More recently [19], the present authors introduced backward conditioning. In backward conditioning, a statement is deleted if, when executed, it cannot lead to the condition being satisfied. By contrast, in forward conditioning a statement is deleted if, when the condition is satisfied, it cannot be executed. By combining backward and forward conditioning a generalization of conditioned slicing is obtained. This generalisation makes conditions as flexible as static slicing criteria, which can also be inserted at arbitrary program points and also operate in either a forward or backward direction.

The ability to specify backward and forward conditions requires a notation which indicates the direction of conditions. This is achieved using arrow notation [19]. Using the notation, the slicing criterion for the traditional conditioned slice in section (c) of Figure 2 is reformulated as

\[ \{ (x > 0), 1, (\{x\}, 8) \} \]

Forward conditioning assists the programmer by considering the effect of propagating state information forward from a condition. This addresses questions of the form

“what would happen if the program continued from here in some state satisfying \( p \)?”

Backward conditioning is similar to forward conditioning; a condition is inserted into the program text. The effect however, is the ‘mirror-image’ of that for forward conditioning. For example, section (d) of Figure 2 shows the effect of backward conditioning on the original program in section (a) with respect to the condition \( (x < 0), \{x\}, 8 \}. This slice removes code which cannot leave the program in a final state satisfying \( x < 0 \).

Backward conditioning assists the programmer by considering the effect of propagating state information backward from a condition. This addresses questions of the form

\[ \{ (x < 0), 1, (\{x\}, 8) \} \]
“how could the program have arrived here in some state satisfying \( p \).”

This paper advocates an approach which combines forward and backward conditions. Forward conditions will be used to propagate forward the meaning of the pre-condition, while backward conditions will be used to propagate backward, the meaning of the post condition.

For example, consider the conditioned slicing criterion \( \{ (\exists x < 0), 8 \}, (\exists x > 0), 1, (\{ x \}, 8) \} \). That is, if \( x \) starts out non-negative, then no statement can cause it to become negative.

Section 6 formalised the generalisation of conditioned slicing introduced informally in this section.

3 The Pre/Post Conditioned Slicing Analysis Method

Forward conditioning with respect to a condition \( p \) removes statements which cannot be executed in any state which satisfies \( p \). Backward conditioning with respect to a condition \( q \) removes statements whose execution cannot lead to a state which satisfies \( q \). In analysis of a program with respect to pre-condition \( \alpha \) and post-condition \( \omega \), it would be expected that no execution could start in a state satisfying \( \alpha \) and lead to a state satisfying \( \neg \omega \). Therefore, if the program is conditioned with respect to the forward condition \( \alpha \) and the backward condition \( \neg \omega \) the conditioned slice should to be empty. That is, if the program is correct with respect to \( \alpha \) and \( \omega \), the slice should to be empty.

This provides a new approach to the verification and analysis of the pre- and post-conditions. Rather than attempting to prove that the pre-condition implies the post-condition, an attempt is made to reduce the slice to the empty program when applying generalised conditioned slicing to the pre-condition and the negation of the post-condition.

In situations where the pre-condition implies the post-condition, slicing will be capable of reducing the slice to empty. Unfortunately, due to undecidability, empty slices may not be achievable in practice. However, in situations where the pre-condition does imply the post-condition, but no automated technique can establish this fact, the slicing approach improves upon true/false verification. This is because it will typically reduce the size of the problem remaining for human analysis, by slicing away some of the statements of the program which can be shown to be ‘innocent’.

Of course, not all programs are correct with respect to their pre- and post-conditions. Indeed, for some applications, such as program comprehension, the pre- and post-condition used may be merely speculative rather than required. In situations where the pre-condition does not imply the post condition, the slicing approach is also more appropriate than a true/false verification approach. This is because slicing will remove those statements which can be shown to respect the pre- and post-conditions, leaving the ‘suspect’ statements behind.

4 A Worked Example

This section illustrates the pre- and post- condition slicing method using the code fragment in Figure 3. This code is a fragment of production software that forms part of an engine controller [40].

The code fragment has six parameters. Three of these (CurrentVal, SmoothThresh, and Thresh) are used for input only. Two parameters (GoodVal and Ct) are used for input and output while OutputVal is used for output only.

In the specification of the program, there are two constraints [40]:

“\( \text{The value of Ct lies between 0 and Thresh (inclusive).} \)

The method can be applied to the problem of examining this invariant constraint. Where the constraint is required, the pre/post condition slicing method is therefore an aid to verification. Where it is merely speculated by a human analyst in an attempt to understand the behaviour of the code, the method is an aid to comprehension.

To examine whether or not the constraint is maintained by the program the constraint will be asserted as a pre-condition and post-condition. Using the pre/post conditioned slicing method, this will entail conditioning with respect to the following conditions:

```c
float Tmp1, Tmp2;
Tmp1= CurrentVal-GoodVal;
Tmp2= GoodVal-CurrentVal;
if (Tmp2>SmoothThresh ||
   Tmp2 SmoothThresh)
  { Ct= Ct+1;
    if (Ct<Thresh)
      OutputVal= GoodVal;
    else
      { OutputVal= CurrentVal;
        GoodVal= CurrentVal;
        Ct= 0; }
  }else
  { OutputVal= CurrentVal;
    GoodVal= CurrentVal;
    Ct= 0; }
```

Figure 3. Engine Control System Code
1 scanf("%d",&x); 1 scanf("%d",&x); 1 scanf("%d",&x); 1 scanf("%d",&x);
2 y=2*x; 2 y=2*x; 2 y=2*x; 2 y=2*x;
3 if (y>x) 3 if (y>x) 3 if (y>x) 3 if (y>x)
4 { x=x+1; 4 x=x+1; 4 x=x+1; 4 x=x+1;
5 y=y*y;} else
6 { x=x*2; 6 x=x*2; 6 x=x*2; 6 x=x*2;
7 y=y-x; 8 printf("%d",x);

(a) Original (b) slice on \{x\}, 8 (c) Conditioned on \[x > 0\] (d) Conditioned on \[x > 0\]

Figure 2. Comparison of forward and backward conditioning

1. Pre-condition: Ct >= 0 && Ct <= Thresh (forward condition)
2. Negated Post-condition: Ct < 0 || Ct > Thresh (backward condition)

Generalised conditioned slicing with respect to this condition yields the empty slice. This establishes the fact that if the value of Ct is within the required range at the beginning of the procedure then no statement will take it out of this range at the end of the procedure.

Of course, it is possible that the value of Ct slips in and out of range during the execution of the program, although it always finishes up in range.

In order to analyse this situation, assertions can be inserted into the body of the program at each assignment to Ct. In this case there is only one. The procedure is sliced with the condition Ct < 0 || Ct > Thresh immediately after the assignment to Ct and the pre-condition Ct > 0 && Ct <= Thresh. Slicing on this criterion yields the fragment in Figure 4.

Implementations of conditioned slicing [14, 7] construct conditioned slices in terms of path conditions. The ConSIT implementation [14] also simplifies these path conditions using the Isabelle theorem prover [43, 42]. This can be useful in examining the conditions which could lead to an exception (such as the one captured by the value of Ct going out of range during a computation).

The path condition in this case is:

\[ Ct \geq 0 \land Ct \leq Thresh \land Ct + 1 > Thresh \land (CurrentVal - GoodVal > SmoothThresh) \lor GoodVal - CurrentVal > SmoothThresh \]

Simplification produces the following conditions for an exception to be raised by the increment to Ct.

\[ Ct = Thresh \land ((CurrentVal - GoodVal > SmoothThresh) \lor (GoodVal - CurrentVal > SmoothThresh)) \]

In summary, the pre/post conditioned slicing method has been used to examine the constraint \( 0 \leq Ct \leq Thresh \). The method has shown that when execution starts in a state which satisfies the constraint, then no statement causes it to fail at the end of the code fragment. However, the method also identified a situation where the constraint may be broken during execution and produced a simplified exception condition under which the constraint could be broken during execution.

5 Application to Maintenance and Evolution

This section briefly considers the way in which conditioned slicing with respect to pre- and post-conditions can be applied to comprehension, reuse and verification.

5.1 Comprehension

Comprehension often starts with questions about program behaviour. These questions represent speculative conditions about the execution of a program, and may be incorrect. As there may be many questions that may be asked of an existing system, it would clearly be attractive to automate the process of answering them.

Questions about a program’s behaviour can typically be coded as assertions at various points in the program code, so a pre- and post-condition approach is applicable here.
Unfortunately there are two problems with any approach to the automation of pre- and post- condition analysis for speculative questions:

1. Being merely speculative, the question asked may be false, but an automated system which simply answers ‘no’ to the question yields little insight into why the answer is ‘no’.

2. Being generally undecidable, such questions may not be completely answerable by an automated system.

As stated earlier, the second of these two problems cannot be avoided, although it is circumvented in the conditioned slicing approach, by approximating the answer through program simplification; the better the simplification the closer the approximation.

The first of these two concerns is more important for program comprehension, where many questions will have the answer ‘no’. In this situation the conditioned slicing approach yields valuable insight by returning, not just the answer ‘no’, but also a reduced program which contains statements which potentially cause the answer to be ‘no’. This yields additional insight into why the pre- and post-conditions failed to adequately capture the behaviour of the program.

5.2 Reuse

In order to re-use program components it is often necessary to specify the pre- and post-conditions of the code required. These conditions can be used to search code in a data base of candidate reuse components. The pre- and post- condition search approach to reuse was first suggested by Katz et al. [34], Perry [45] and Rollins and Wing [46]. A survey of the approach is presented by Mili [38].

Systems which automate the search for such components typically use theorem proving to find possible matches [39, 44]. Unfortunately, in some cases there may be no exact match, but there may be several components which represent near matches. Fischer et al.[17] report retrieval rates of 0.49, which is low because of the power required of the theorem proving technology is simply too great.

The approach advocated here can be thought of as a way of finding approximate component library matches. Instead of using theorem proving to locate an exact match for the component sought, the system can search for the smallest slices produced (to within some chosen tolerance of ‘smallness’). If a perfect match could be found by theorem proving alone, then the slicing approach will locate the same component by returning an empty slice for it. However, where theorem proving alone would be unable to locate any components, the slicing approach will return a set of candidates and will indicate the sections of code (in the conditioned slice) which potentially deviate from the required semantics. The size of the conditioned slice can thus be used as a measure of component fit.

5.3 Verification

Program verification often consists of examining the effect of the program in terms of assertions [47]. The axiomatic method, introduced by floyd [18] and developed by Hoare, Dijkstra and others [28, 29, 3, 16] is centred around the development of program semantics in terms of assertions. The approach advocated here provides a method for analysing the effects of these assertions, simplifying the human effort required to verify the program.

Many specifications are written in state-based languages such as statecharts or SDL [22]. Such specifications are effectively extended finite state machines: there is a finite set of logical states, transitions between these states, and an internal memory or store. Where the internal store is finite, there is an overall finite state structure and it is possible to check properties quasi-exhaustively using model checking [41, 30, 11]. However, even where the internal store is finite, the number of possible values for this may make model checking infeasible. It might be possible to use an approach similar to conditioned slicing to reduce this problem: given a property being checked, aspects that are not relevant to this property might be sliced away. This could improve the efficiency, and thus extend the applicability, of model checking.

6 Formal Foundations

This section presents a formalisation of generalised conditioning in which statement blocks are eliminated from the program if there are no execution paths through which the conditions of interest are true. These conditions are declared using assert statements. There may be any number of them, and they may appear at any position in the program. The program statements that are left are those that are on at least one path where all of the required conditions are true (or more precisely, not provably false).

In effect there are three salient cases:

1. If a statement $s$ is inaccessible given a preceding assert statement, then that statement can be eliminated (as in standard conditioning).

2. If every path through $s$ contains an assertion which is provably false, then $s$ can be eliminated.

3. If either of the above, then $s$ is left in the program.

This is slightly more general than what is required. In the present setting, the focus lies in asserting two conditions, one expressing a precondition, at or near the beginning of
the program, and a second expressing a postcondition—in the form of an assertion of the negation of a postcondition—at the end of the program. This means that the above cases can be re-expressed as follows:

1. If a statement \( s \) is inaccessible given the precondition, then that statement can be eliminated.

2. If \( s \) is accessible given the precondition, and all paths through \( s \) satisfy the postcondition, then \( s \) can be eliminated.

3. If \( s \) is accessible given the precondition, but there is at least one execution path through the statement that cannot be shown to satisfy the postcondition, then \( s \) is left in the program.

The formalisation of \texttt{assert} and of conditioning aims to preserve the symbolic semantics of the program, before and after conditioning. In case (2) above, simply deleting statement \( s \) is not guaranteed to preserve the semantics. To satisfy this requirement, “eliminating” a statement \( s \) is taken to include the replacement of \( s \) by \texttt{assert(false)}; a statement which has the effect of removing from further consideration any trouble free paths which lead to the satisfaction of the postcondition when \( s \) was in place. In the program schema:

\[
\ldots
define the formal symbolic semantics of the core language
\]

In the general case that is formalised here, if the salient condition occurs before a statement that is left in the resultant conditioned program, then this is like saying that the statement is potentially accessible on paths where the condition is true. If the salient condition follows the statement, then it can be said that the statement is on a path which potentially contributes to the satisfaction of the condition. Although this characterisation might help with intuitions, in the semantics to be presented below, there is no formal distinction between these two cases.

6.1 Symbolic Semantics

Before defining the symbolic semantics of the key statements, assignments, conditionals, while loops and input statements, it is convenient to define notions of an update to the states in a set of path, symbolic-state expressions\(^4\). The expression \( \simeq \) to stand for partial equality, which is not defined if either argument is \( \perp \). In this analysis, \( \perp \) will be the state that results on execution paths that do not contribute to the truth of the required condition(s).

The notation \( \Sigma \circ [x/e] \) is used to represent the result of updating the symbolic states in the set of path-states \( \Sigma \) by the substitution \( [x/e] \), and \( \Sigma \uparrow p \) is used when the paths in a set of path-states \( \Sigma \) are augmented by an additional path constraint \( p \). The expression \( \pi \uparrow \sigma \) is used to indicate a path-state pair; if path condition \( \pi \) holds, then symbolic state \( \sigma \) will arise. The term \( I_\sigma(e) \) is the symbolic evaluation of program expression \( e \) in symbolic state \( \sigma \).

Definitions 1–4 give the formal infrastructure required to define the formal symbolic semantics of the core language in Definition 5. In particular, Definitions 1 and 2 are required for clauses 1–4 of Definition 5, and Definitions 3 and 4 are required for clause 5, which covers while loops.

The notion of a set of path-states is then generalised to include a distinguished value \( \perp \) that is used in the symbolic semantics of \texttt{assert}, given in Definition 6. Note that the intentions is that \texttt{assert} should be considered a first class citizen of the programming language. It is not included in Definition 5 merely to aid the clarity of the presentation of the formal theory.

Finally, Definition 8 formalises generalised condition itself.

Definition 1 Composition of a set of path-states \( \Sigma \) with a substitution \([x/e]\):

\[
\Sigma \circ [x/e] \simeq \{ (\pi \uparrow \sigma') : (\pi \uparrow \sigma) \in \Sigma, \sigma' = \sigma[I_\sigma(e)] \}
\]

\(^4\)Here the exposition is simplified by not distinguishing between conditional expressions of the programming language and those of the metalanguage in which the notion of a program’s symbolic semantics is formalised.
Definition 2 Update of a set of path-states $\Sigma$ with a new path condition $p$:

$$\Sigma \uparrow p \simeq \{(\pi' \triangleright \sigma) : (\pi \triangleright \sigma) \in \Sigma, \pi' = \pi \cup I_\sigma(p)\}$$

This is sufficient to state the semantics of assignment and conditional statements. For while loops the notion of a “touched” variable also needs to be defined.

Definition 3 The touched variables $\tau(s)$ of a statement $s$ are those which might be assigned a value within $s$:

$$\tau(s) \simeq \{v : \exists (\pi \triangleright \sigma) \in ((\emptyset \triangleright \emptyset) \cdot s). \exists e. (v = e) \in \sigma\}$$

Touched variables can be safely approximated by the set of defined variables (those which occur on the left-hand side of an assignment statement [2]).

A way of “resetting,” or “clearing” a set of variables $V$ in a set of path-state pairs that might have been touched within a loop body can be defined. First it can be noted that resetting of an individual variable $v$ can be defined by the following expression:

$$\rho_\{v\}(\Sigma) \simeq \{\pi \triangleright \sigma' : \pi \triangleright \sigma \in \Sigma, \sigma' = \sigma[v/I_\sigma(\sigma)]\}$$

where $I_\sigma(\sigma)$ picks out a constant symbolic value that is unique in $\sigma$. This can be generalised to give a recursive definition for the renaming of a set of variables $V$ in a set of path-states $\Sigma$.

Definition 4 $\rho_V(\Sigma)$ is the path condition $\Sigma$ except where variables $V$ are assigned unique constant values. Case (i) is the base case when the set of variables in the empty set:

$$\rho_\emptyset(\Sigma) \simeq \Sigma$$

Case (ii) is the recursive case:

$$\rho_V(\Sigma) \simeq \{\pi \triangleright \sigma' : \pi \triangleright \sigma \in \Sigma', \sigma' = \sigma[v/I_\sigma(\sigma)], \Sigma' \simeq \rho_V\{v\} \Sigma, \text{ for some some } v \in V\}$$

Now everything is in place to define the symbolic semantics of the usual statement types:

Definition 5 $\Sigma \cdot s$ is used to mean the set of path-states that arise from the execution of statement $s$ in the context of path-states $\Sigma$.

1. $\Sigma \cdot (v = e) \simeq \Sigma \circ [v/e]$
2. $\Sigma \cdot \textsc{scanf}(\text{"}a\text{"}, &a) \simeq \rho_{\{a\}}(\Sigma)$
3. $\Sigma \cdot (s; s') \simeq (\Sigma \cdot s) \cdot s'$
4. $\Sigma \cdot (\text{if } c \text{ s else } s') \simeq (\Sigma \uparrow c) \cdot s \cup (\Sigma \uparrow \text{not } c) \cdot s'$
5. $\Sigma \cdot (\text{while } c \text{ s}) \simeq (\Sigma \uparrow \text{not } c) \cup ((\rho_{\{c\}}(\Sigma) \uparrow c \cdot s) \uparrow \text{not } c$

This defines the symbolic semantics for a fragment of C [14].

This can be exploited in the definition of backward conditioning. Essentially, for each statement $s$ it must be determined whether all execution paths through $s$ lead to the negation of the required condition(s). If so, then we can remove that statement.

First, the symbolic semantics must be extended to account for the existence of statements of the form $\text{assert}(c)$. The notation $\Sigma^\perp$ is used to stand for a value that is either a set of path-states, or the distinguished value $\perp$, which arises when $c$ can be shown to be false on all relevant paths.

Definition 6 Symbolic execution of $\text{assert}$:

$$\Sigma^\perp \cdot \text{assert}(c) = \begin{cases} \perp & \text{iff } \pi \vdash \lnot I_\sigma(c) \\ \text{for all } (\pi \triangleright \sigma) \in \Sigma^\perp & \Sigma \uparrow \text{otherwise} \end{cases}$$

This is distinct from the previous semantics, in that it encompasses an element of evaluation.

For completeness, the relevant behaviours of $\perp$ can be given:

Definition 7 All of $\Sigma^\perp \cdot s, \Sigma^\perp \uparrow \pi, \Sigma^\perp \circ \sigma, \rho_V(\Sigma^\perp)$ are $\perp$ if $\Sigma^\perp = \perp$, and when $a \neq \perp$, and $b \neq \perp$ then $a \simeq b \equiv a = b$.

Various choices are available in determining the appropriate action on conditioning a program. On determining that $s$ is irrelevant for the purposes of obtaining the desired condition, it would be possible, for example, to rewrite conditional statements of the form

1. if $c$ s else $s'$
2. if $c$ s' else $s$

as simply:

$$s'$$

However, it should be noted that, in general, if this approach were adopted for the case where a conditional expression occurs prior to an assert statement, then execution paths that would have gone through $s$ will now incorrectly go through $s'$. This changes the semantics of the transformed program. To avoid this, all paths that would have gone through the deleted statement would have to be trapped, perhaps using an assert statement. In the case of the above conditionals, if $c$ is always true (false, respectively) the statement can be replaced by

1. assert($!c$) ; $s'$
2. assert($c$) ; $s'$
Definition 8 $C^R_R(s)$ denotes the post-conditioned version of the program $s$ where all statements have been elided if they cannot lead to the satisfaction of the required conditions, as expressed by assert statements. The subscript (s initially) is used to record the program continuation, and the superscript ($\emptyset \cup \emptyset$ initially) is used to record the path-states of the program so far.

1. $C^R_R(v=e) = (v=e)$
2. $C^R_R(\text{scanf} \{ "%d", \&v \}) = \text{scanf} \{ "%d", \&v \}$
3. $C^R_R(s;s') = C^R_R(s); C^R_R(s')$
4. $C^R_R(\text{if } c \text{ } s \text{ else } s')$
   \[
   \begin{cases}
   \text{if } c \text{ } C^R_R(s) \text{ else } \{ \text{assert(false)} \} & \text{when } (\Sigma \uparrow \neg c) \cdot (s';R) = \bot \\
   \text{if } \{ \text{assert(false)} \} \text{ else } C^R_R(s') & \text{when } (\Sigma \uparrow \neg c) \cdot (s',R) = \bot \\
   \text{if } c \text{ } C^R_R(s) \text{ else } C^R_R(s') & \text{otherwise}
   \end{cases}
   \]
5. $C^R_R(\text{while } c \text{ } s)$
   \[
   \begin{cases}
   \text{while } c \{ \text{assert(false)} \} & \text{when } ((\rho_{\tau}(s) \Sigma \uparrow) \uparrow c \cdot s) \uparrow \text{not } c \cdot R = \bot \\
   \text{while } c \text{ } C^R_R(s) & \text{otherwise}
   \end{cases}
   \]

The parts 4 and 5 of this definition can be strengthened so that when

$$\pi \vdash I_\sigma(c) \text{ for all } (\pi \triangleright \sigma) \in \Sigma$$

the statement $s^6$ is obtained in place of $\text{if } c \text{ } s \text{ else } s'$ and when

$$\pi \vdash \neg I_\sigma(c) \text{ for all } (\pi \triangleright \sigma) \in \Sigma$$

the statement $s^7$ and $\{\}$ $^8$, respectively, are obtained in place of $\text{if } c \text{ } s' \text{ else } s$ and $\text{while } c \{\}$. These additional clauses give us the behaviour of the original conditioning procedure. The net result is that:

5 In this context, "elided" can mean either a well formed deletion, or some kind of statement "colouring".
6 Or one of (i) if true s else s', (ii) if c else {}. The latter matches the original implementation of conditioning.
7 Or one of (i) if false s' else s, (ii) if c {} else s. The latter matches the original implementation of conditioning.
8 Or one of (i) while false s (ii) while c {}. The latter matches the original implementation of conditioning.

7 Conclusion and Future Work

This paper has introduced and formalised the pre/post conditioned slicing method, which combines forward and backward conditioning to provide a unified framework for conditioned program slicing. It shows that the method can be used to analyse programs in terms of their pre- and post-conditions, by formulating conditioned slicing criteria from the pre-condition and the negation of the post-condition. Statements not in the slice are those which must behave correctly with respect to the pre- and post-condition, while those which remain are ‘suspect’ and form the basis for further analysis.

The paper illustrates the application of the pre/post conditioned slicing method with an example of an engine controller and pre- and post-conditions which specify constraints on its operation. The paper also considers the application of the method to reuse and program comprehension.

More work is required to evaluate the effectiveness of this approach as a tool for reuse, verification and comprehension. The authors plan empirical studies of the efficacy of the approach in these three areas based on the existing ConSIT conditioned slicing tool [14].
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